Predictive power of theterm structure of interest rates over recessionsin Europe

Abstract

This work intends to infer for European countriee extent that anticipations of the

term structure of interest rates has over recess@s measured by factor models. For
that, we model the shape of the yield curve bynlatactors corresponding to its level,

slope and curvature. The simple and modified prabitl logit models are used to

examine the yield curve’s ability to forecast eamimdownturns (recessions). Despite
official recessions dates being available at theti@efor Economic Policy Research

(CEPR), which recently formed a committee to setdhates of the Euro area business
cycle in a manner similar to the NBER, these arsetlaon aggregate data. So, we
determine the recessions using the BBQ methodotoglgave them dated for each

individual country in the sample. The findings sesfgthat the yield curve components
predict recessions for more than one year aheat, iméreased goodness of fit when

the autoregressive term is included as explanatarable. These results are consistent
for both UK, Germany and Portugal.

Keywords: Term structure of interest rates; Prediction; é&stns; European countries;
Factor models decomposition

1. Introduction

In finance, modelling the term structure of intéretes has long been an important
aspect. Significant efforts have been placed ormticrg an accurate model for the
estimation of the yield curve. By extension, a middesuccessfully forecast the term
structure of interest rates or the yield curve niodgis that of Nelson and Siegel
(1987) and it's many extensions (Diebold and LiD&@0 Moreover, simple financial
indicators like interest rates and stock pricesewsinowed to often do better than
composite indices of leading indicators in predigteconomic recessions (Estrella and
Mishkin, 1996), especially beyond one quarter mksio

Despite the fact that the term spread (the diffeedretween the yields on long-term and
short term treasury securities) has been founduldef forecasting output growth,
inflation, industrial production, consumption anecessions (Wheelock and Wohar,
2009) there are other useful avenues to proverdiaionship, like the components
estimation of this term structure of interest rdt@sed on factor models. Yield curves
are thus modelled using the Diebold and Li (2006)asnic interpretation of the Nelson
Siegel model where the three factors are reprebeniaf the level, slope and curvature
of the curve. The Nelson Siegel model is a param@@rsimonious model for the
estimation of the yield curve. Being a three factmdel that provides the flexibility to
represent the typically observed monotonic, humgedi S-shaped curves. It continues
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to be one of the principle models used in finararetlie estimation of the yield curve.
From 1996 onwards, participating central banks Haeen reporting their yield curve
estimates and estimation methods to the bank fernational settlements (Shaw et al.,
2014) based on this model. However, its dynamicneahs come into force with the
work developed by Diebold and Li (2006).

The yield curve reflects both long and short teates of return offered by securities,
reflecting the yield spread of government issueddsoof different maturities. Yield
curve predictions about future growth usually appgeatwo directions. On one hand
there is a tentative to predict the growth rate ti@an be expected at some point in the
future and on the other it is tried to predict flebability of recession’s occurrence. We
adopt the second view here for European markets.tiad we use a nonparametric
technique, namely the BBQ method to determine stges in monthly base over the
period January 1970 up to December 2012.

Estrella and Mishkin (1998) found the yield curMepe to be a useful recession
predictor. If investors begin to suspect that &ssion is near, the response of the yield
curve will depend on their assessment of the madaiaind duration of the recession’s
effect on short-term interest rates. Haubrich amdnbrosky (1996) noticed the public
anticipated short-term interest rates gradual dedin a recession until the economy’s
performance improves. These shortenings may stem frountercyclical monetary
policy designed to stimulate the economy, or sintpby reflection of low real rates of
return during the recession. In either case, thieipated severity and duration of the
recession will strongly influence the expected paittshort-term interest rates, which
will show up in the shape of the yield curve. The$iects may even be stronger in
European countries, whose assessments are uséfiel inost recent years.

This work novelty relies on the fact that it is &xed here different markets, for a set of
European countries (UK, Germany and Portugal) keninost of the previous literature,
applied mostly to the US market. Moreover, for eaohntry it is used data obtained
from the yield curve estimation components, th@ssmn periods estimations and their
relation in terms of predictable capacity for eambuntry individually. With this
amplitude, number of countries, data extension estomation of recession periods, as
far as we are aware, no other study has tried farelciously.

This work may be valuable in terms of policy makimgcause the information content
of the yield curve may be valuable for the predictof business cycles, inflation and
monetary policy given that the yield curve compdeesre used to infer about their
predictability power over economic recessions. Ald® response of the yield curve
may be informative about the transmission of mawygtalicy and, overall, the dynamic
impact of shocks on the macro economy. Still, maeed to be seen how incorporating
data for the recession that began in 2008 in Euraffects the performance of
forecasting models that use factor yields decontiposio predict economic recessions
and whether the additional information sheds lightalternative explanations for the
forecasting relationship.

! Note that this work is part of a current ongoing research considering a higher data set.



The work develops as follows. Section 2 presentsief literature review over the
issue, while section 3 presents the methodology datd used for the analysis. In
section 4 results are discussed, while sectiom8lades this work.

2. Literature Review

The term spread or the yield curve sfgpe for a long considered relevant to forecast
business cycles (Wheelock and Wohar, 2009). Thigyabf the yield curve slope to
predict real economic activity has then been puhfby Estrella and Mishkin (1998),
for the U.S., and Plosser and Rouwenhorst (1994)several other industrialized
countries. As Wheelock and Wohar (2009) staiany studies find that the term spread
predicts output growth and recessions up to one year in advance, but several also find

its usefulness varies across countries and over time (p. 419). The authors summarize
previous papers conclusions by noticing that akgfmomany studies find the ability of
the term spread to forecast output growth, thisortgmce has diminished over recent
years, despite its prevalence as a reliable pdaft recessions. These same studies
associate the apparent ability of the term spreddrecast economic activity to actions
by monetary authorities to stabilize output growdiven that tightening of monetary
policy causes both short and long term interestrti rise.

Duarte et al. (2005) use aggregate data for the &uga over the period 1970:1-2000:4,
applying linear regression as well as nonlinear ef@do examine the predictive
accuracy of the term spread—output growth relabigngrheir results confirm the ability
of the yield curve as a leading indicator. Moregwggnificant nonlinearity with respect
to time and past annual growth is detected, outpmihg the linear model in out-of-
sample forecasts of 1-year-ahead annual growthth&umore, they state that probit
models that use the European Monetary Union (EMbQ &S vyield spreads are
successful in predicting EMU recessions. Severdias have related the term structure
of interest rates with macroeconomic variableshgisboth observable and non-
observable factors. Ang et al. (2008) proposed dainasing the inflation rate as an
observable variable and two more latent factorddeRusch and Wu (2008) used two
observable variables: GDP, inflation and two lateatiables. Ang et al. (2006) used
only observed variables, although the dependenéblar consisted only of short term
interest rates.

The first works developed have focused mainly andlope of the yield curve shape to
forecast output or inflation. However, authors agpriori a number of possible lead
horizons for the dynamic relation between the ymldse and the macro variables. Only
scarcely these studies allowed for bidirectiondatrens (Stock and Watson, 1989;
Estrella and Hardouvelis, 1991). Many papers, (fe@uvet and Potter (2005), Benati
and Goodhart (2008), and Rudebusch and William89RQused empirical proxies for
the slope. Others as Estrella et al. (2003) andcdaini and Rossi (2006) used
empirical proxies also for the level and curvattivat roughly account for the shape of

2 Usually, but not always, measured as the difference between zero-coupon interest rates of 3-month
Treasury bills and 10-year Treasury bonds.



the yield curve. In this cases, the identificatafnchanges in the relation between the
yield curve and the macro economy was based oatstal break tests.

With arbitrage free models (Ang et al., 2006) arnithwhe Nelson and Siegel (1987)
decomposition of the yield curve (Diebold et a0P8) previous studies specified macro
finance models, modelling the shape of the yieldveuwith a set of latent factors
(Aguiar-Conraria et al., 2012) that try to distile whole information of the curve, at
each period of time, into factor like level, sloped curvature. By using vector
autoregressive models, these models enabled thg sfuhe relationship between the
yield curve and the main macroeconomic variableagsessing bidirectional feedbacks
with some flexibility and with the assessment a@hdi variation using time varying
vector autoregressive models (Mumtaz and Suric6928ianchi et al., 2009). More
recently, Aguiar-Conraria et al. (2012) adopt aetifrequency framework in the study
of the relation between the yield curve and thermaconomy. They study the relation
between the level, slope and curvature of the yeelbe and macroeconomic activity,
inflation and the policy interest rate, in the U).&ross time and frequencies, using the
wavelet power spectrum, coherency and phase diifeteThe authors did not found
evidence of a significant role for the curvaturthei as a leading or as a coincident
indicator of economic activity, nor did they fourdclear-cut relation between the
curvature and inflation. However, during the conuma, the curvature and the slope
were good predictors of the fed funds rate, whioflicates that the yield curve may
have failed to forecast economic activity but nanmtary policy. Also Gallegati et al.
(2014) use wavelet analysis to explore the informmatontent of several interest rate
spreads for future output growth. The “scale-bgst regression analysis shows that
standard indicators of the stance of monetary poktich as the shape of the yield
curve, the real federal funds rate, and the cregdiead have different information
content for future output at different time frames.

Previously, the ability of the yield curve slopepredict real activity or inflation has
been assessed with two classes of regression madistgete (binary) regression
models, in which the dependent variable correspaiods state of recession or
expansion (or to a state of inflation pressure o@rpnessure); continuous dependent
variable models, in which the dependent variablthésgrowth rate of real output (or
changes in the rate of inflation). Authors like iéa et al. (2003) and Rudebusch and
Willliams (2009) test and compare the stabilitypoth models.

It has been shown that the yield slope has a geodrd in forecasting recessions in
real-time (Estrella and Trubin, 2006), having miaadji predictive power for U.S.
recessions over the Survey of Professional ForesagRudebusch and Williams,
2009). In the context of more complex dynamic msedehd iterative forecasting
procedures (Kauppi and Saikonen, 2008), the retmvai the yield slope has survived
and has even been reinforced.

Vasicek (1977) and Cox et al. (1985) developednhdrage models for the short term
interest rate. The disadvantage of these modeldiveaslow performance in predicting
future term structures of interest rates. Afterngstaff and Schwartz (1992) created a
two factor models where the first was associatethéoshort term interest rate and the
second to its short term volatility. Balduzzi et @996) extended the previous authors,
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developing a three factor model adding the sharhteates average. Litterman and
Scheinkman (1991) developed a three factor modekravthe first corresponded to the
zero coupon interest curve level, the second tcslitpe and the third to the yield
curvature. Previous empirical results prove thatdhare needed at least three factors in
order to be possible to capture the different shab¢he yield.

With respect to parametric models, both static altyhamic models have been
developed to model the yield. Nelson and SiegeB),9Bj6rk and Christensen (1999)
and Svensson (1994) created static models. Ths fieveloped a three factor model
which may be interpreted as components which explea level, slope and curvature of
the yield curve. The seconds added a second fadtetope to the first model to
improve the modelling of short term maturities. Tast created a model with a second
curvature model to the long point of the North Aroan curve.

After a new interpretation, Diebold and Li (200@&veloped a class of dynamic models
of three factors based in the Nelson and Siegé{Léhodel to shape the yield, period
by period. This variables could be read as levehesand curvature of the yields.
Caldeira et al. (2010) used the Nelson and Sietf@84) and Diebold and Li (2006)
models with the goal of estimating the yield in Brasilian market. The estimation has
been made using the Kalman filter and the authonsloded, based on the value of the
standard average error, that this method genebatitsr predictions than the two step
procedures used by Diebold and Li. Christensen. €2@11) further developed a class
of no arbitrage models based on the Nielsen ange5{@987) methodology.

Diebold et al. (2006) developed a model with thexistence of latent and observable
macroeconomic variables. The authors based thplaeation in the three factor model
of Nielsen and Siegel (1987) and in the vector mgiessive model (VAR) to model
the macroeconomic factors. After, Huse (2007) psepoa model where the yield curve
was explained only through observable macroeconearia@bles. This model presented
advantages and disadvantages when compared witleshef the models: the number
of parameters to be estimated did not increaseul thé curve vertices. The estimation
of the model by least squares was quite precisecanttarily to most of the previous
literature, was based on data with transversalandstime series.

Nelson and Siegel (1987) used data from North Acaeriitles between 1981 and 1983.
The model was capable to explain 96% of the vaatiof the zero curves. The authors
also found a high correlation between the presatievof long term yields in the
adjusted curve and the real prices reported imtheket. In this sense, conclude that the
model was able to capture different attributeshef telationship between the interest
curve with zero coupon and the curves maturity. Drebold and Li (2006) model was
able to capture to capture the different forms h#d vield curves (ascending slope,
descending or twisted). Diebold et al. (2006) usedsury bill yields from the US with
maturities of 3, 6, 9, 12, 15, 18, 21, 24, 30, 86, 72, 84, 96, 108 and 120 months
between January 1972 and December 2000. The macmmad variables used were:
production capacity (economic activity), the basterest rate from the North American
market (instrument of monetary policy) and the atiin rate (the consumer price
index). The authors conclude that the level fadrighly correlated with inflation and



that the slope factor is highly correlated with ds®@nomic activity. The curvature factor
did not presented any relation with any macroecoamariable.

Huse (2007) used the following data from the USnecmy: monthly fees of U.S.
securities from January 1970 to December 2003, me@aonomic variables of inflation
(CPI), economic activity (GDP and unemployment);ateonetary policy (basic interest
rates of the US central Bank) and fiscal policyMgmment debt). He concluded that the
level, slope and curvature of the curve is explibg inflation (CPI), monetary policy
(prime rate) and economic activity (unemploymerieyaespectively. Moreover, this
model overcame the latent variables when consigeha recessions during the period
1970-2003. The methodology used was to comparedtimates based on the criterion
of Mean Absolute Error. According to Huse, modelghwlatent variables hardly
captured the inversions in the Term Structure aérbst Rates, which could occur
during periods of recessions.

The Euro area was created on Janudty1999 and a single currency in circulation
entered in force as of Januar¥, 2002. In this moment there was the need to dstabl
the tradition of dating recessions. This has besfopmed by the Centre for Economic
Policy Research (CEP&vhich formed a committee to set the Euro areantessi cycle
dates similarly to NBER. The Committee decided atedhese in terms of quarters and
not months, but being aware that there is scaatigppropriate historical monthly time
series for several European countries, it wouldrnoee useful to establish a monthly
business cycle chronology for the Euro area, which be explained in the next
section.

With respect to the Euro area, Moneta (2005) papglies the informational content of
the slope of the yield curve as a predictor of sems in the euro area and provides
evidence of the potential usefulness of this indicéor monetary policy purposes. The
historical predictive power of ten variations oélg spreads, for different segments of
the yield curve, is tested using a probit modele Tield spread between the ten-year
government bond rate and the three-month interlbatekoutperforms all other spreads
in predicting recessions in the euro area. Theclsteaccuracy of the spread between
ten-year and three-month interest rates is alsteegbin an exercise of out-of-sample
forecasting. This yield spread appears to contaforination beyond that already
available in the history of output, and to outparicother competitor indicators. Still,
the authors use the yield spread to predict remessand not the yield curve
components as most of the studies do, but appbetheé US market, despite their
improved proved results over the yield spread.

For Europe, previous research findings confirmghedictive power of the yield curve
demonstrated for the US. Estrella and Mishkin (399&mined the predictive power of
the yield spread in France, Italy, Germany andUKeusing data from 1973:Q1 until

* The Committee defines a recession as a signifidantine in the level of economic activity, spread
across the economy of the euro area, usually eisibltwo or more consecutive quarters of negative
growth in GDP, employment and other measures ofesgge economic activity for the euro area as a
whole, and reflecting similar developments in mostintries (“Business Cycle Dating Committee of the
Centre for Economic Policy Research”, CEPR, Sep&n#D03). To make sure that expansions or
recessions are widespread over the countries ofitba, the CEPR bases its judgment on euro area
aggregate statistics as well as country statistics.



1994:Q4, suggesting that the yield curve signifigapredicted real economic activity
four to eight quarters ahead. For France, Germadyitaly over the period 1970:Q1 to
2002:Q2, Moneta (2005) found that the yield cume=€asting power was strong in the
1970’s and 1980's but lesser in the 1990’s. Thaxkrfgs of the diminishing predictive
power of the yield curve were in accordance to ¢hos Dombrosky and Haubrich
(1996) for the United States. Analyzing the pradetpower of the yield curve for
several countries, including France, Canada, ItaBgermany, Japan, Sweden,
Netherlands, UK and the US from 1970 to 2008, Claind Kucko (2009) conclude that
the yield spread contains significant power wheredasting industrial production
growth over a one-year time horizon, also findingdence that the yield curve
predictive power seemed to be declining over tiatough with some exceptions.
Chinn and Kucko (2010) find that the predictive powof the yield curve has
deteriorated in recent years, but that there isamdo believe that European country
models perform better than non-European countriesnvwising more recent data. They
even show that the yield curve proves to have ptiedi power even after accounting
for other leading indicators of economic activifjne authors restrict their analysis to
Canada, France, Germany, Italy, Japan, the Nettiey|&5weden, the United Kingdom
and the United States. Further, they estimate greggte Euro Area specification using
data from 1990-20009.

Erdogan et al. (2014) extend the benchmark Estestid Hardouvelis (1991) term
spread approach to recession forecasting by inojutie stock market macro liquidity
deviation factor. They use a probit framework tedict recessions, as defined by the
NBER between 1959Q1 and 2011Q4, to conclude thatbgung the yield curve
parameter with the stock market liquidity deviatggnificantly improves our ability to
predict the onset of a US recession, based both-eample and out-of-sample tests. In
addition, changes in stock market depth furtherease the accuracy of the model. The
authors suggest that economic forecasters and th@sged with conducting economic
stabilization policy more generally would benefibrh monitoring not only the yield
curve but also stock market depth and liquidityd #reir deviation from one another.
From the literature review presented, much moredsde be inferred for European
countries in terms of yield curve components inilcee over recessions. Moreover, the
dating of these recessions are only to be compaeesl with the CEPR data, where we
have adopted the view of their proper estimatiod @naccordance to each individual
country data specifications.

3. Data and Methodology

Our data sample comprises yields of different mésrwhose data has been collected
from the central banks of each of the European tt@msnunder analysis, hamely United
Kingdom, Germany and Portugal for the general pestarting in January 1970 and
ending in December 2012. Data to determine thelyiatve components respects daily
data of yields of different maturities which haveeh transformed into monthly series
by adopting the last available data in a given moiib determine recession periods,



data of real GDP has been collected in quarteripgefrom the OECD and previously
transformed into monthly series, by a method whwdhbe after explained.

Unlike many of the previous literature, we takeehardifferent approach, not analyzing
the difference between short and long term inteests (yield spread) but having into
account the three factor models decomposition ®@téhm structure of interest rates. As
such, we start by estimating the components shijeederm structure of interest rates
through the Diebold and Li model, after by applyithg algorithm BBQ to estimate
expansion and recession periods, and after joisiegs 1 and 2 using the probabilistic
models logit and probit to estimate the coefficteand the adjustment curves between
both.

Nelson and Siegel (1987) propose a parametric rparsous 3 factor model for
modelling the term structure of interest rates.ylpi@pose their forward rate curve as,

f (1) =By + By ™ + ByAe™ (1)

This function consists in a constant plus a polylbtimes an exponential decay term,
being a class of approximating functions (Courard Hlilbert, 1953). The solution to

the second order differential equation is the appmating forward curve with equal

roots for the spot rates (Shaw et al., 2014). Be,cbrresponding yield curve for the
Nelson Siegel forward rate curve is given by,
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Here): represents the time decay parametéhe maturity ang, B2: and s the three
Nelson Siegel parameters, which may be viewed adaifig, medium and short term
components of the yield curve, and the factor logslion these parameters give an
explanation to why this is so. For example, thediatading on the parametpy; is 1.
The factor loading ofi;; represents the short term factor, with a factadiog given by

(l— e'”‘r)//hrs. Finally, Bs: represents the medium term factor with a factadiog of

(l—e'“//ltr)—e”"e. In equation (2)\: parameter is a time constant determining the

rate at which the regressor variable decays td'zero

In 2006, Diebold and Li provided insights to howedk three factors can also be
interpreted as the level (long component), slogeor(scomponent) and curvature
(medium component) of the curve. The long term comept,; is the same for all
maturities, being equal to 1. Thus, any increastnéncomponent will cause the whole
curve shift upwards turning it able to see thas tfactor represents the level of the
curve. With respect to the short-term fadigy it can be seen as the slope of the curve,

* As thisis a constant, it does not decay to 0 and will be the same for all maturities, being thus the long
term factor.

> This one starts at 1 but decays quickly at an exponential rate to 0.

6 Begins at 0 and then increases before decaying to 0, causing the hump in the yield curve.

7 Small values for this parameter result in small decays and a better fitting of longer maturities. Large
values of it result in fast decays, fitting better the short maturity curves. This parameter also governs
where the 3, factor loading reaches it maximum.



given that an increase in this component will catgeshort rates to increase more than
long rates as the short rates load more heavilg.grthus changing the curves slope.
With respect to the medium component, it is closelated to the curvature of the
curve, given that long and short term maturitiesndd load heavily on it, but gs:
increases, also the curve for medium maturitieseases, thus increasing its curvature.
While some authors prefer to use empirical protoethese factors, we prefer the latent
factors approach, as do Aguiar-Conraria et al. Z2Ohecause it is based on a formal
model, turning easier economic interpretations, als by allowing the use of the
information across the whole yield maturities.

To fit the yield curve to the Nelson and Siegel elotve could estimate th@
parameters an@l using nonlinear least squares for every obsenvati@ut, due to its
complexity, an alternative methodology proposedNigyson and Siegel (1987) may be
applied, also followed by Shaw et al. (2014). Tdossists in setting the parameieto

a predefined fixed value, allowing us to compuietdaloadings. After, using ordinary
least squares regressions we estimate beta valuesdh day t. However, to set up an
appropriate value for parametgrwe follow Diebold and Li (2006) by selecting the
average yields maturity to represent the mediumm teate and recalling that the
parametef; governs where thfs; factor loading reaches its maximum, enabling us to
choose the parametgy value that maximizes the loading on the mediummtéactor.
So, the ordinary least squares regression cani@eerformed on the daily yield data,
resulting in a time series of estimates of fhgparameters and their corresponding
residuals.

So, like in Diebold et al. (2006) and Aguiar-Cormaaet al. (2012) we assume that the
f’s follow a vector autoregressive process of finster, allowing casting the yield curve
latent factor model in state-space form and usimg Kalman filter to compute
maximume-likelihood estimates of the hyper-paransei@nd the implied estimates of
these sam@ time varying-parameters. For more details over dtege-space model,
comprising both the transition and the measurensgstems, relating a set of N
observed zero-coupon yields of different maturiteethe three latent factors we suggest
the reading of Diebold et al. (2006) and Aguiar-@om et al. (2012). Moreover,
following the authors we also assume that the iations of the measurement and of
the transition systems are white noise and mutuatigorrelated, with the variance
covariance matrix of the innovations to the measer@ system assumed to be
diagonal. This assumption means that the deviatidrike observed yields from those
implied by the fitted yield curve are uncorrelattoss maturities and tithéMlore can
be found about this estimation in Diebold et al00@ and Aguiar-Conraria et al.
(2012).

As explained previously, the reliability of quaitebased definitions of business cycles
may be insufficient to explain the yield curve campnts influence over recessions.
Dating business cycles at the monthly level is lfikeo provide a more precise
information about the exact turning points thanrtgrly dating. Moreover, since the
state of the economy is an important variable irpieical models, applications are

® Given the large number of observed yields used, this is necessary for computational tractability.



conceivable which would require knowledge aboutlibsiness cycle turning points of
the Euro area on a monthly basis. Applying the ésghdiligence in interpreting the
available data we set up a monthly business cyulenology for the Euro area based on
the BBQ method and following Mdnch and Uhlig (2005)

To determine recessions we use the BBQ method whkiehnon-parametric method,
using the principles of Bry and Boschan (1971) ulydeg much of the NBER business
cycles dating philosophy. Being: ¥ series representing aggregate economic activity
and setting y= log (), in the BBQ method a local peak occurs at tirfeytis greater
than ywith k =1, 2, ..., K, and a local though occursiatet t if y; is lesser thanuy,
with k = 1, 2, ..., K, being K generally fixed to Beif monthly series are used. To
eliminate local peaks and though, we need a smtle$. The principle criteria is that a
phase must last at least 6 months and a complele siyould have a minimum duration
of 15 months. A recession would be the time betwssgsk and though, such that the
use of five months and other criteria do not alkmacall recession too often (Harding
and Pagan, 2002; Pagan, 2010). In accordance ttingasand Pagan (2002) four items
are needed to provide useful information for ingipgca cycle which are: the duration
of the cycle and its phases; the amplitude of §eecand its phases; any asymmetric
behavior of the phases; and cumulative movemertinhe phases. We employ the
BBQ method to determine recession periods betwéatd:M1 to 2012:M12 in an
individual country way.

To reach this goal and given that GDP data respecisarterly observations we follow
Monch and Uhlig (2005), where two different procestumay be followed. First we
need to turn softer the data or to interpolaterded quarterly GDP data with a non-
parametric estimation (the cubic spline) and thamibg points are detected by the
BBQ algorithm. We adopt this approach in the curreork. In fact, the present work is
part of a much higher work including several otBaropean countries, besides the euro
area, where it will be used both ways of transfogniGDP quarterly data into monthly
data, currently under development. So, a secondilplity is to perform the dating
based on the quarterly data collected and assutinengbservation in the middle of the
guarter in the turning points computation (assuntimg middle of the quarter as the
month were the cycle starts).

We need to keep in mind that the dating of theeayend the yield curve components
are not observable but yes estimated. As sucls albject to the change of criterion
character change which could obviously influence ttonclusions to be taken.
However, and considering the BBQ method of recesdates (business cycle turning
points) identification, even if estimated, theseeéhalways been compared to the CEPR
provided data periods in order to improve the bglity of the estimated dates. The
advantage is that this way guarantees the ideatiibic of specific recession points in
time for each country under analysis and considetirat each is an individual nation
inside the larger group of the European Union.

As in Estrella and Mishkin (1998), we use a reagssiummy as the dependent variable
to focus on the timing of recessions. Previoullgirella and Mishkin (1996) use a
probit model to predict a recession dummy varialitg, where it equals 1 if the
economy is in recession in period t and 0 otherw@®osing to forecast a recession
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rather than output growth has a goal. Informatianttte predictability of the strengths
of recoveries and expansions with information oa timing of recessions would be
mixed if used a goodness-of-fit measure for a madebutput growth. By using a
recession dummy variable, we are able to isolage a@tcuracy with which one can
predict the date of the onset and the expectedHesfgecessions.

Estrella and Mishkin (1996) obtain a quantitativeasure of fit with the pseudo’R
showing that, among the variables they study, ibklcurve slope is the single most
powerful predictor of recessions for forecast hamz beyond one quarter, but still the
authors use the spread instead of the yield cuoweponents decomposition as we do
here.

The simple probit model assumes independent antedestributed error terms around
the mean of zero. Duecker (1997) points out thigtaesumption is not plausible since
for time series data the error terms might be Kigbbrrelated. This led to the
development of the modified probit model which addag of the dependent variable to
its simplest version in order to remove any poss#iarial correlation in errors. We have
also used the simple and the modified logit modelrdbustness check and as we will
be able to see after, the logit model does notgbaieiditional benefits as the use of the
probit, only confirming results robustness.

When comparing the goodness of fit for non-lineaded the standard and adjusted R
is no longer a suitable measure. With this in mikdfrella and Mishkin (1996)
suggested an alternative method for measuring tedrgess of fit for non-linear
estimated equations corresponding to the coefficedndetermination in a standard
linear regression model. This measure became krasvthe pseudo %Rand can be

represented as
2

, L —[N)Iog Lo
PseuddR? =1- (L—j 3)

C

Being Ln the value of the log-likelihood of the iesited model (the unrestricted
maximum value of the likelihood function), Lc isetlvalue of a constrained model
containing only the constant term (the maximum eabf the constraint likelihood
function that all coefficients except the constamé zero) and N the number of
observations in the model. Estrella and Mishkin9@9mention that this function
ensures that the values 0 and 1 correspond totramdi perfect fit respectively. The
pseudo Ris used together with the estimated coefficienbpbilities and z-statistics in
order to infer the correct lag which produces trstbmodel fit for all the studied
variables (Aziakpono and Khomo, 2007).

The simple and modified probit and logit models evestimated using the yield curve
components as the explanatory variables besidesut@egressive variable for the
modified versions with forecasting horizons rangfrgm 1 to 18 months ahead. The
statistical significance of the estimated coeffitseis measured by the z-statistic and
probability statistic in both model versions to &bkle to determine the explanatory
power of the yield curve components over Europeaessions. Notice that the optimal
forecast horizon is determined at the lag lengtichviproduces the highest pseudd R

11



In the following section we will present all theiggation results for the 3 countries here
analyzed.
4. Empirical Results

This section presents the data obtained throughthieee step estimation procedure
adopted in the current study.

Figure 1: Germany Recessions and yield curve coemsrestimated evolution
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Note: This figure presents Germany recession ifledtperiods through the BBQ methodology in grey
and its three yield curve components evolution (det line plot). The first plot refers to the leviie
second to the slope and the third to the curvafime data period considered goes from January 1970
until December 2012. Values in the y axis refeundies (for the level plot) and to percentage teifor

both the slope and curvature

We start by presenting the plot of the yield cuo@mponents estimation for the
German case, one plot for each of the componewntdwamrder: the level, the slope and
the curvature.

As we are able to observe the component repregetii@ slope always increases
previous to a given recession. This also happeoethé level and curvature until the
90s where an inverse pattern starts to be obséroedthat moment onwards. Still, the
level decreases even more in recent years, wtelsltpe and the curvature remained at
negative percentage values from the year 1990 alswar

We go one step further and start now presentingstienated coefficients for the three
countries under analysis, the pseudoaRd the restricted log likelihood value in tables
1 to 8. The first four tables are referred to the tdarket and in order: considering the
simple probit estimation, the simple logit estimati the augmented probit and finally
the augmented logit (tables 1 to 4) consideringdipt®n periods from 1 up to 18
months.
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Table 1: Simple Probit Estimates of the ProbabdityRecession — UK

consta b1l b2 b3 P=sR2 LogL

h=1 —1.718**" 0.060""" 0.145*"" —0.180""" 0.138 —204.890
(0.20) (0.02) (0.03) (0.03)

h—2 —1.754%*" 0.062""" 0.170""" —0.199*"" 0.138 —200.145
(0.20) (0.02) (0.04) (0.03)

h=—3 —1.832*** 0.063""" 0.210*"" —0.239*** 0.174 —191.586
(0.21) (0.02) (0.04) (0.03)

h=—4 —1.851**" 0.063""" 0.239*** —0.255*"" 0.192 —187.211
(0.21) (0.02) (0.04) (0.04)

h=>5 —1.882*** 0.063""" 0.270*"" —0.274*** 0.214 —181.907
(0.21) (0.02) (0.04) (0.04)

h=6 —1._892*** 0.065""" 0.288*** —0.277"*" 0.225 —179.407
(0.21) (0.02) (0.04) (0.04)

h=7 —1.864**" 0.067°"" 0.285**" —0.259*"" 0.216 —181.207
(0.21) (0.02) (0.04) (0.04)

h=8 —1.84*** 0.07*** 0.28*** —0.24*** 0.21 —182.28
(0.21) (0.02) (0.04) (0.04)

h=—9 —1.74*** DOy I S e —0.19*** 0.17 —190.53
(0.21) (0.02) (0.04) (0.03)

h=10 —1.66""" 007 """ 0.22*** —0.15""" 0.15 —196.71
(0.20) (0.02) (0.04) (0.03)

h=11 —1.59*** 0.07"*" 0. 20" —0.11*** 0.12 —201.80
(0.20) (0.02) (0.03) (0.03)

h=12 —1.54*** 0.07""" 0.20""" —0.09""" 0.12 —202.60
(0.20) (0.02) (0.03) (0.03)

h=13 —1.50"** 0.07"*" 0.20""" —0.07*" 0.11 —204.55
(0.20) (0.02) (0.03) (0.03)

h=14 —1.43*** 0.06°"" 0.19"*" —0.04 0.10 —206.75
(0.20) (0.02) (0.03) (0.03)

h=15 —1.39"*" 0.06""" 0.18"*" —0.03 0.09 —208.53
(0.20) (0.02) (0.03) (0.03)

h=16 —1.34*** 0.06""" 0.15""" —0.02 0.07 —212.70
(0.20) (0.02) (0.03) (0.03)

h=17 —1.29**" 0.05"" Oo.14""" —0.01 0.06 —215.84
(0.20) (0.02) (0.03) (0.03)

h=18 —1.24*** 0.05*" D A3 —0.00 0.05 —218.27
(0.20) (0.02) (0.03) (0.03)

Notes: This table presents simple probit estimatefficients. Consta refers to the constant terintdb
the level component, b2 to the slope and b3 tatineature component of the yield curve estimatdte T
dependent variable is a binary variable which aotofor 1 if there is a recession period and O rottse.
PsR2 refers to the pseudd Bstimate, while LogL is the log likelihood estimainder the restricted
model. Finally h represents the forecasting periatiich go from 1 until 18 months. The estimated
standard errors are in parentheses. *** ** * indeaignificance at the 1, 5 and 10 % significarels,
respectively. The sample observations are in mgrthims and the period of the estimation runs from
1970:M1 until 2012:M12.

Considering the probit estimations for the UK manke may state that all yield curve
components estimates remain significant up to mastiof prediction, while both the
level and the slope remain significant up to 18 thenAs such, for 1 year and a half
forecasting horizon, both the slope and the le¥ehe yield curve remain significant
but the coefficient of the curvature becomes ingiggmt and ads noting to the goodness
of fit. Moreover, both the constant term and thevature have a negative coefficient.
The negative sign implies that as the yield cumeatdecreases, the likelihood of
recession increases. The goodness of fit measneepgeudo B indicates that it is
relatively high until 8 months of forecasting petiand it starts decreasing in th& 7
forecasting month period. Results remain pracgaatichanged when we use the simple
logit model instead of the probit. Table 2 preseatitsoefficients estimates for this case.
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Table 2: Simple Logit Estimates of the ProbabitiffRecession — UK

consta bl b2 b3 PsR2 LogL.

h=1 —2.921*** 0.103""" 0.267""" —0.316""" 0.136 —205.322
(0.36) (0.04) (0.06) (0.06)

h=2 —2.996"*" 0.105""" 0.310*"" —0.351" 0.136 —200.621
(0.37) (0.04) (0.06) (0.06)

h=—3 —3.137**" o.108"*" 0.373""" —0.415*"" 0.170 —192.613
(0.38) (0.04) (0.07) (0.06)

h=4 —3.173**" o.108"*" 0.419*"" —0.442*** 0.187 —188.390
(0.38) (0.04) (0.07) (0.07)

h=5 —3.224**" 0.108"*" 0.472*"" —0.478" 0.209 —183.178
(0.39) (0.04) (0.07) (0.07)

h=—6 —3.222*** 0.108"*" 0.507*"" —0.488*** 0.220 —180.583
(0.39) (0.04) (0.07) (0.07)

h=7 —3.165"*" 0.110"*" 0.503*"" —0.459*" 0.212 —182.261
(0.39) (0.04) (0.07) (0.07)

h=8 —3_13*** D 11> RN —0.44~*~ 0.21 —182.90
(0.39) (0.04) (0.07) (0.07)

h=9 —3.00"** LR ILAE™"" —0.36**" 0.18 —190.24
(0.38) (0.04) (0.07) (0.06)

h=10 —2.86"*" 0.12*** 0.42*** —0.29""" 0.15 —195.63
(0.38) (0.04) (0.07) (0.06)

h=11 —2.73*** 0.12*** 0.39"*" —0.21**" 0.13 —200.75
(0.38) (0.04) (0.06) (0.06)

h=12 —2.667"" 0.12*** 0.39""" —0.18*** 0.12 —201.53
(0.38) (0.04) (0.06) (0.06)

h=13 —2 59**" 0.12*** 037 """ —0.12** 0.12 —203.53
(0.38) (0.04) (0.06) (0.06)

h=14 —2.50"*" D 1 2% 0.35""" —0.07 0.11 —205.51
(0.38) (0.04) (0.06) (0.06)

h=—15 —2.42*** o.11**" 0.34""" —0.04 0.10 —207.21
(0.37) (0.04) (0.06) (0.05)

h=16 —2.33**" 0o.11**" 0.30""" —0.02 0.08 —211.35
(0.37) (0.04) (0.06) (0.05)

h=17 —2_22*** 0.09*" 026" —0.01 0.06 —214.59
(0.36) (0.04) (0.05) (0.05)

h=18 —2.13%*" 0.08*" 0.24"*" —0.00 0.05 —217.05
(0.36) (0.04) (0.05) (0.05)

Notes: This table presents simple logit estimateefficients. Consta refers to the constant terntotthe
level component, b2 to the slope and b3 to theature component of the yield curve estimated. The
dependent variable is a binary variable which aotofor 1 if there is a recession period and O rottse.
PsR2 refers to the pseudd Bstimate, while LogL is the log likelihood estimainder the restricted
model. Finally h represents the forecasting peristiich go from 1 until 18 months. The estimated
standard errors are in parentheses. *** ** * inde&aignificance at the 1, 5 and 10 % significarels,
respectively. The sample observations are in mgrthims and the period of the estimation runs from
1970:M1 until 2012:M12.

The first thing to notice from table 2 is that auain conclusions taken for table 1
remain unchanged both in terms of significance iangrms of coefficients sign. Also
in the logit case the positive values obtainedtfi@e components estimates of the yield
curve in the UK for both the level and the slope positive and so as the yield spread
and level increase the likelihood of recessionaases. Still, both level and slope are
very important components to explain recessionthy@nUK and not only the slope as
argued by many authors. Moreover, the positive faoent sign obtained also
contradicts some previous literature findings statithat the slope coefficient is
negative, meaning that while the yield spread dgeme the likelihood of recession’s
increases.

Tables 3 and 4 present the estimates for the Ukkehaf the augmented probit and
logit models respectively. If we have already cadeld that the logit model doesn’t add
nothing to the estimates, this is even more evidenérms of robustness check when
we consider the augmented case, i.e., by inclutliegautoregressive term. The only
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difference is with respect to the goodness of féasure which increases when we
consider the lag recession as an independent \&arrathe estimates.

Table 3: Probit Estimates of the Probability of Resgion - UK [autoregressive
Term]

consta bl b2 b3 b4 PsR2 LoglL

h= —2.823**" 0.038 0.179** —0.161"" 3.855""" 0.821 —41.554
(0.45) (0.04) (0.07) (0.07) (0.31)

h=2 —2.669""" 0.046 0.213*** —0.198*"*" 3.198**" 0.706 —68.135
(0.36) (0.03) (0.06) (0.06) (0.25)

h=3 —2.708**" 0.056"" 0.261""" —0.259""" 2.795"*" 0.631 —85.656
(0.34) (0.03) (0.06) (0.05) (0.23)

h=—4 —2._552*"""* 0.057"" 0.275"** —0.262*"*" 2.400"*" 0.553 —103.522
(0.30) (0.03) (0.05) (0.05) (0.21)

h=>5 —2.459**" 0.058"" 0.296" "~ —0_277**" 2.073"*" 0.494 —117.191
(0.28) (0.02) (0.05) (0.05) (0.20)

h=—6 —2.296"*" 0.058"" 0.290**" —0.261**" 1. 737" 0.430 —131.807
(0.26) (0.02) (0.05) (0.04) (0.19)

h=—7 —2.114**" 0.056"" 0.272*** —0.234**" 1.462°*" 0.366 —146.527
(0.24) (0.02) (0.04) (0.04) (0.18)

h=8 —1.99**~ 0.06"" 0.26""" —0_22%** s I 4 0.31 —158.40
(0.23) (0.02) (0.04) (0.04) (0.18)

h=—9 —1.78"*" 0.05"" 0.21*** —0.16""" 096"~ 0.24 —175.28
(0.21) (0.02) (0.04) (0.03) (0.17)

h=10 —1_67""* 0.05"" 019 —O0_12%** D81 0.19 —186.11
(0.20) (0.02) (0.04) (0.03) (0.17)

hh—T11 —1.58**" 0.05"" 0.18*** —0.09""" 0.66°"" 0.15 —194.99
(0.20) (0.02) (0.03) (0.03) (0.17)

h—12 —1.63*** 006"~ 0.19*** —0.08*"" 0.47**" 0.13 —199.25
(0.20) (0.02) (0.03) (0.03) (0.18)

h=13 —1.48*** 0o.06""" 0.18*** —0.06"" 0.34" 0.12 —202.92
(0.20) (0.02) (0.03) (0.03) (0.18)

h=14 —1._42*** 0o.06""" 0.18*** —0.04 0.21 0.10 —206.15
(0.20) (0.02) (0.03) (0.03) (0.19)

h=15 —1.38*** 006"~ 0 1a™ —0.03 0.06 0.09 —208.48
(0.20) (0.02) (0.03) (0.03) (0.19)

h=16 —1.35**" 0.06"*" 0.16""" —0.02 —0.09 0.07 —212.60
(0.20) (0.02) (0.03) (0.03) (0.20)

hh—17 —1_32*** 0.06*"" 0.15*** —0.02 —0.26 0.06 —215.06
(0.20) (0.02) (0.03) (0.03) (0.20)

h=18 —1_30*"** 0.06""" 0o.14*** —0.02 —0.46"" 0.06 —215.94
(0.20) (0.02) (0.03) (0.03) (0.22)

Notes: This table presents augmented probit esttnatefficients. Consta refers to the constant,tedm

to the level component, b2 to the slope and b3i¢octurvature component of the yield curve estimated
The dependent variable is a binary variable whictoants for 1 if there is a recession period and 0
otherwise. PsR2 refers to the pseudoeRtimate, while LogL is the log likelihood estimainder the
restricted model. Finally h represents the foreéwmgsperiods which go from 1 until 18 months. The
estimated standard errors are in parentheses. ®***jhdicate significance at the 1, 5 and 10 %
significance levels, respectively. The sample olaéns are in monthly terms and the period of the
estimation runs from 1970:M1 until 2012:M12.

Considering the added autoregressive term the lgwdtl curve component only
becomes significant from the™3month of forecasting, while the slope remains
significant and positive for all considered fordaasg periods. Overall, the spread of the
yield curve has predictive power on the recessigm$o one year and a half, but the
goodness of fit decreases while the forecastingzbwrincreases. Given that the slope
coefficient remains positive for all forecastingrizons we may argue that not even in
the face of huge recessions like the recent firsumeisis, which has hit many countries
including the UK pushing it into a recession, wedthe inverted yield curve as argued
by many authors in the literature as presente@atian 2. As such, the consistent well
behaved yield curve can be regarded as an indiodtonot made in UK recession.
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Table 4: Logit Estimates of the Probability of Reggion - UK [autoregressive

consta bl b2 b3 b4 PsR2 LogL

h=1 —5.743**" 0.099 0.381"" —0.346"" 7.-310%*" 0.819 —41.947
(1.08) (0.09) (0.16) (0.15) (0.73)

h—2 —5.176"*" 0.104 0.406" "~ —0.388**" 5.8290**" 0.703 —68.863
(0.80) (0.06) (0.12) (0.11) (0.53)

h=3 —5.102*** 0.115"" 0.482*** —0.488**" 5.020"*" 0.627 —86.450
(0.71) (0.06) (0.11) (0.10) (0.47)

h=—4 —4 657*"* 0.107"" 0.497*** —0.477*"" 4. 250" 0.549 —104.574
(0.61) (0.05) (0.10) (0.09) (0.40)

h=5 —4 387" 0.104"" 0.528**" —0.491**" 3.637""" 0.488 —118.538
(0.56) (0.05) (0.09) (0.09) (0.37)

h=6 —4 . 071**" 0.101"" 0.531**" —0.473**" 3.062""" 0.427 —132.490
(0.51) (0.04) (0.09) (0.08) (0.34)

h=7 —3.697"*" 0.093"" 0.503""" —0.426"*" 2573**" 0.365 —146.922
(0.46) (0.04) (0.08) (0.08) (0.32)

h=—8 —3.44**" 0.09*" 0.49*** —0.40""" 2_13*** 0.31 —158.36
(0.43) (0.04) (0.08) (0.07) (0.31)

h=9 —3.14*** 0.09"" 0.42**~ —0.31*"" i M 0.25 —174.01
(0.40) (0.04) (0.07) (0.07) (0.30)

h=10 —2.89*** 0.09*" 0.39*** —0_25*** 1. 0.20 —184 .47
(0.38) (0.04) (0.07) (0.06) (0.30)

h=11 —2.69""" 0.09"" 0.36*"" —0.18**" B 0.16 —193.58
(0.37) (0.04) (0.06) (0.06) (0.30)

h=12 —2.60""" L - 0.5 —0.15**" 0.85*** 0.14 —197.88
(0.37) (0.04) (0.06) (0.06) (0.31)

h=13 —2 BT G Ypes 0.35*** —0.11*" 0.63" 0.12 —201.63
(0.37) (0.04) (0.06) (0.06) (0.32)

h=14 —2.44**" 0.10*** 0.34%"" —0.06 0.40 0.11 —204.77
(0.38) (0.04) (0.06) (0.06) (0.33)

h=15 —2.40**" 0o.11*** 0.33*** —0.04 0.14 0.10 —207.13
(0.38) (0.04) (0.06) (0.06) (0.34)

h=16 —2.34**" o.11**" 0.30""" —0.02 —0.13 0.08 —211.28
(0.37) (0.04) (0.06) (0.05) (0.35)

h=17 —2.28*** o.11*** 0.28*** —0.02 —0.43 0.07 —213.88
(0.37) (0.04) (0.06) (0.05) (0.37)

h=18 —2.23*** B 1. B < —0.02 —0.78*" 0.06 —214 .88
(0.37) (0.04) (0.06) (0.05) (0.39)

Notes: This table presents augmented logit estianedefficients. Consta refers to the constant tdrin,

to the level component, b2 to the slope and b®i¢octrvature component of the yield curve estimated
The dependent variable is a binary variable whictoants for 1 if there is a recession period and 0
otherwise. PsR2 refers to the pseudoeRtimate, while LogL is the log likelihood estimainder the
restricted model. Finally h represents the foréegsperiods which go from 1 until 18 months. The
estimated standard errors are in parentheses. ®***hdicate significance at the 1, 5 and 10 %
significance levels, respectively. The sample olmens are in monthly terms and the period of the
estimation runs from 1970:M1 until 2012:M12.

The significance values obtained are very simiathbse of previous works applied to
the US market. There is evidence of the prediataqgacity or markets anticipation with
respect to recessions. Also, we should reinforeeidkea that we have computed these
recession periods but always comparing them wighdéita made available for this same
analysis period considered.

The logit results are very similar to those of probhe results of one of the models
only come to reinforce in terms of robustness chibekcapacity of the other. As such,
and given that this has happened for all the casunder analysis we will skip the
presentation of the logit results for the next woantries (Germany and Portugal) and
we present only on tables 5 and 6 the resultseptbbit estimates for the simple and
augmented models, respectively for Germany, whitées 7 and 8 present the estimates
of the simple probit and augmented probit for thertiRyuese case, respectively.
Moreover, the last conclusion that the inclusionth&f dependent lagged variable as an

16



independent predictor improves a lot the resulteeims of goodness of fit will still be
demonstrated for these two additional countriesséah, and for all the countries under
observation in recession periods, the pseuddnBreases a lot, thus increasing the
model explanatory power, especially at the 1 mofattecasting horizon, and so
increases the persistence in the cycle phases. Wlsgeneral terms, when the
autoregressive term is included, and independeftilzge country, the other explanatory
variables keep their significance which reinforcmsr results. However, some in
specific forecasting horizons lose their significarbut not their explanatory power,
turning them important to explain recessions indpean countries, at least up to 13
months for all the yield curve components estimated

To reinforce the fact that we will from now on disd the logit model results, we
present in figure 2 the plot of the predictive powtboth logit (the red line) and probit
(the blue line) estimates for different forecastimagizons, namely of 1, 3, 6, 9, 12 and
15 months. Once again we need to observe that esiegr the other model becomes
indifferent. In these plots we have the probabitifya recession filtered by the model,
meaning the model adjustments to both logit anthipestimates.

Again, we can observe from this figure that thebgiality increases a lot before the
recession periods and also during these same m@ces®ments. Still, these plots
confirm that the predictability degree is substantecause we have a good adjustment.
So, we have presented the logit results for thedd&e but this one only confirms the
robustness of the results achieved through theitpnodidel, meaning that we have no
clear additional advantage in using the logit mpdatd as such we will not present its
results when considering both Germany and Portesjahates.

In table 5 the results of the simple probit estesafor the German country are
presented. Even with a different country we se¢ #iflathe components of the yield
curve are necessary to explain recessions in sty at least for a forecasting
horizon of one year, when all of them keep thegn#icance. However, some
interesting differences deserve to be mentionethis) case. First of all the curvature
component is positive in Germany and significant &l the forecasting periods
considered. The slope remains positive as welhadevel, but now the level loses its
significance from the % forecasting month onwards. This means that inGeeman
case as both the yield spread, the level and/orctineature increases, also will the
likelihood of recession.
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Figure 2: Germany Recessions and Predictive PoWéoth probit and logit model
estimates for forecasting horizons of 1, 3, 6,Dafd 15 months
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Moreover, the goodness of fit parameter increasehligher for the simple probit
estimates in Germany than they were in the UK amhly starts to decrease from the
o™ forecasting month onwards. With this in mind weynenclude that different
countries are influenced in different forms by theld curve components being this
influence always positive over recession in Germbaatynot in the UK. One possible
explanation is that Germany is included in the Eamea, with its specific policies and
not the UK. Still, we need to include in our sampldew more European Monetary
Union countries into the analysis in order to takeaight conclusions from here.
Moreover, also the constant term loses its sigaifoe in the German probit estimates.
The robustness of our findings strengthens themcldiat the yield curve should be
considered a useful recession predictor in Eurdpe. yield curve components are in
favor and serve as a recession indicator.

Besides, this predictability remains unchanged wtienprobit model is extended to
include the autoregressive term as well as by uboth the simple and the extended
logit model to also include only the components desides the components the
autoregressive term.
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Table 5: Simple Probit Estimates of the ProbabdityRecession — GER

consta bl b2 b3 PsR2 lLogl

h=1 —0.530"" 0.091*"" 0.351"*" 0.088**" 0.282 —230.112
(0.25) (0.03) (0.04) (0.02)

h=2 —0.468" 0.092*""* 0. 407" o.oss**" 0.282 —217.377
(0.25) (0.03) (0.04) (0.02)

h=3 —0.406 0.094*** 0.446""" 0.103**" 0.318 —206.518
(0.26) (0.03) (0.04) (0.02)

h=4 —0.361 0.097*"" 0.474**" 0.120"*" 0.347 —197.497
(0.27) (0.03) (0.05) (0.02)

h=>5 —0.302 0.097*"" 0.494**~ 0.141**" 0.371 —189.956
(0.27) (0.04) (0.05) (0.02)

h=6 —0.237 0.098*** L S ey 0.161*** 0.399 —181.347
(0.28) (0.04) (0.05) (0.02)

h=7 —0.273 0. 107" 0.510"*" 0.1S0"*~" 0.406 —179.124
(0.28) (0.04) (0.05) (0.02)

h=8 —0.29 0. 11**~ 0.49*~~ 0.20**~ 0.41 —178.28
(0.28) (0.04) (0.05) (0.03)

h=9 —0.26 o.11**" 0.50""" | ey 0.42 —175.71
(0.28) (0.04) (0.05) (0.03)

h=10 —0.23 o.11*** 0.48*** 0.22*** 0.41 —176.43
(0.29) (0.04) (0.05) (0.03)

h=11 —0.23 0o.10"*" 0.45*"~ PR 0.40 —180.30
(0.28) (0.04) (0.05) (0.03)

h=12 —0.22 0o.10"*" 0.43*"~ | -~ oy 0.39 —183.58
(0.28) (0.04) (0.04) (0.03)

h=13 —0.18 0.09"" 0.40""" 0.22*** 0.37 —187.66
(0.28) (0.04) (0.04) (0.03)

h=14 —0.15 0.08*" 037" B ey 0.36 —192.58
(0.28) (0.04) (0.04) (0.03)

h=15 —0.14 0.07" 0.34%"" o021+~ 0.33 —200.73
(0.27) (0.04) (0.04) (0.03)

h=16 —0.14 0.06 031"~ 020"~ 0.30 —209.25
(0.27) (0.04) (0.04) (0.02)

h=17 —0.12 0.05 0.29*** 0.19*** 0.27 —216.71
(0.27) (0.03) (0.04) (0.02)

h=18 —0.11 0.04 0.26""" I 0.24 —224 .95
(0.26) (0.03) (0.04) (0.02)

Notes: This table presents simple probit estimatefficients. Consta refers to the constant terintdb
the level component, b2 to the slope and b3 tatineature component of the yield curve estimatdte T
dependent variable is a binary variable which aotofor 1 if there is a recession period and O rottse.
PsR2 refers to the pseudd Bstimate, while LogL is the log likelihood estimainder the restricted
model. Finally h represents the forecasting peristiich go from 1 until 18 months. The estimated
standard errors are in parentheses. *** ** * indeaignificance at the 1, 5 and 10 % significarels,
respectively. The sample observations are in mgrthims and the period of the estimation runs from
1970:M1 until 2012:M12.

So, first it is readily observable from one uphoteen months and gives a signal that is
easy to interpret. Second, the expectations thieorthe term structure of interest rates
provides a theoretical foundation for the predietpower of the yield curve.

Table 6 presents the probit estimates for the Gersaample when it is included as
regressor the autoregressive regression term.Hguimiain conclusions with respect to
those of table 5 remain practically unchanged. dilg and huge difference respects to
the goodness of fit making us state once againitithiding the autoregressive term
leads to an increased significance of the resstib.we have a positive influence of the
yield curve components over recessions forecastog,in this situation the level
coefficient loses some of its significance for shierm forecasting horizons.

In sum, all the yield curve components have a p@sgign implying that as the yield
long term (level), short term (slope) and mediunmtécurvature) components increase
(decrease) the likelihood of recessions also irserédecrease).
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Table 6: Probit Estimates of the Probability of Resgion [autoregressive Term|]

consta b1l b2 b3 b4 P=sR2 Logl.

h=1 —1.837**" 0.043 0.420"*" 0.103" 4.340""" 0.883 —35.628
(0.52) (0.07) (0.11) (0.05) (0.43)

h=2 —1.483**" 0.038 - 0.082*" 3.736""" 0.816 —55.673
(0.43) (0.06) (0.10) (0.04) (0.34)

h=3 —1.250*"*" 0.049 0.527**" 0.109""" 3.176""" 0.755 —74.105
(0.38) (0.05) (0.09) (0.04) (0.28)

h=4 —1.086"** 0.057 0.508**" 0.130**" 2. 710" 0.700 —90.594
(0.35) (0.05) (0.08) (0.03) (0.24)

h=>5 —0.922*** 0.061 0.481*** 0.168**" 2.330**" 0.651 —105.253
(0.33) (0.04) (0.07) (0.03) (0.21)

h=6 —0_770** 0.064 0.488**" . 1Te 2.020*"" 0.616 —115.873
(0.32) (0.04) (0.06) (0.03) (0.20)

h—T7 —0.739"" 0.075" 0.445**" 0.194~*" L. TR 0.570 —129.521
(0.31) (0.04) (0.06) (0.03) (0.19)

h=8 —0.67"" 0.08" 0o41**" 0.21**" 147" 0.53 —141.20
(0.31) (0.04) (0.05) (0.03) (0.18)

h=9 —0.58" 0.08*" 0.42*** 021" 1.21*** 0.50 —150.17
(0.30) (0.04) (0.05) (0.03) (0.18)

h=10 —0.47 o.08*" 040" 0.23*** 0.99""* 0.47 —159.21
(0.30) (0.04) (0.05) (0.03) (0.17)

h=11 —0.43 o.0o8*" 0.38**" 0.22*** 0.76""" 0.43 —169.99
(0.29) (0.04) (0.05) (0.03) (0.17)

h=12 —0.36 0o.08*" 0.38"*" 0.22*** 0.54""" 0.40 —178.32
(0.29) (0.04) (0.05) (0.03) (0.17)

h=13 —0.28 o.08*" 037" 0.22*** 0.38"" 0.38 —185.13
(0.28) (0.04) (0.05) (0.03) (0.17)

h=14 —0.21 0.07" 0.35""" 0.22*** 0.22 0.36 —191.75
(0.28) (0.04) (0.05) (0.03) (0.17)

h=15 —0.16 0.06" 0.33""" 0.21*** 0.07 0.33 —200.64
(0.28) (0.04) (0.04) (0.03) (0.17)

h=16 —0.12 0.06" 032" 0.20"*" —0.06 0.30 —209.19
(0.27) (0.04) (0.04) (0.02) (0.17)

h=—17 —0.06 0.05 031" 0.19"*" —0.19 0.28 —216.05
(0.27) (0.04) (0.04) (0.02) (0.17)

h=18 —0.01 0.05 0.30""" 0o.18**" —0.31" 0.25 —223.19
(0.27) (0.04) (0.04) (0.02) (0.17)

Notes: This table presents augmented probit esttnatefficients. Consta refers to the constant,tedm

to the level component, b2 to the slope and b®i¢octrvature component of the yield curve estimated
The dependent variable is a binary variable whictoants for 1 if there is a recession period and 0
otherwise. PsR2 refers to the pseudoeRtimate, while LogL is the log likelihood estimainder the
restricted model. Finally h represents the foreéwmgsperiods which go from 1 until 18 months. The
estimated standard errors are in parentheses. ®***hdicate significance at the 1, 5 and 10 %
significance levels, respectively. The sample olmens are in monthly terms and the period of the
estimation runs from 1970:M1 until 2012:M12.

With respect to the Portuguese case tables 7 apesnt the coefficient estimates
obtained through the employment of the simple amndneented probit model,
respectively. In this country while the curvatureefficient remains statistically
significant and positive for all the forecastingrimons considered, both the level and
the slope yield curve components estimated haveegative influence over the
probability of recession’s occurrence. This negatign implies that as the yield level
and slope decrease, the likelihood of recessiamtsease, which is in accordance to
most of the previous literature studies appliedess developed markets, like Turkey,
which consider the slope as a regressor.
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Table 7: Simple Probit Estimates of the ProbabdityRecession — POR

consta bl b2 b3 PsR2 LogL

h=1 —0.249 —0.070""" —0.116™"*~ 0.1367*" 0.226 —141.740
(0.21) (0.02) (0.04) (0.03)

h=2 —0.132 —0.084"~~ —0.114**~ 0.148~*~* 0.226 —138.454
(0.22) (0.02) (0.04) (0.03)

h=3 0.160 —0.118*** —0.108**~ 0.187~** 0.263 —130.660
(0.24) (0.03) (0.04) (0.03)

h=4 0.348 —0.139"*" —0.097*" 0.213"** 0.288 —126.112
(0.25) (0.03) (0.04) (0.04)

h=5 0.429 —0.148"~~ —0.085" 0.218** 0.293 —125.001
(0.26) (0.03) (0.04) (0.04)

h=—6 0.455~ —0.150""" —0.095*~ 0.225** 0.294 —124 605
(0.26) (0.03) (0.05) (0.04)

= 0.470~" —0.151""" —0.119™~ 0.237** 0.295 —124 270
(0.26) (0.03) (0.05) (0.04)

h=S8 0.50" —0.15%"~ —0.13*" 0.24*** 0.29 —124.60
(0.26) (0.03) (0.06) (0.04)

h=—9 0.55*~ —0.167"~ —0.13™" 0.25**" 0.29 —124.76
(0.27) (0.03) (0.06) (0.04)

h=10 0.53*~ —0.15%"~ —0.14*" 0.24**~ 0.28 —127.13
(0.26) (0.03) (0.06) (0.04)

h=11 047~ —0.15**~ —0.14*" 0.23**~ 0.26 —130.22
(0.25) (0.03) (0.06) (0.04)

h=12 047~ —0.14™"~ —0.15**" 0.23*** 0.25 —131.15
(0.25) (0.03) (0.06) (0.04)

h=13 0.44~ —0.147"~ —0.16""~ 0.23*** 0.24 —133.00
(0.25) (0.03) (0.06) (0.04)

h=14 0.42~ —0.147"~ —0. 17" 0.22*** 0.23 —134.27
(0.24) (0.03) (0.06) (0.04)

h=15 0.42~ —0.14%"~ —0.19**~ 0.23*** 0.23 —134.75
(0.24) (0.03) (0.06) (0.04)

h=16 0.43~ —0.14*=~ —0.20"*" 0.23*** 0.22 —135.52
(0.24) (0.03) (0.06) (0.04)

h=17 0.38 —0.13%"~ —0.21**~ 0.23**~ 0.21 —136.97
(0.24) (0.03) (0.06) (0.04)

h=18 0.31 —0.12**~ —0.22*** 0.22*** 0.20 —139.49
(0.23) (0.02) (0.06) (0.04)

Notes: This table presents simple probit estimategfficients. Consta refers to the constant terintdb
the level component, b2 to the slope and b3 tatineature component of the yield curve estimatdte T
dependent variable is a binary variable which aotofor 1 if there is a recession period and O rottse.
PsR2 refers to the pseudd Bstimate, while LogL is the log likelihood estimainder the restricted
model. Finally h represents the forecasting peristiich go from 1 until 18 months. The estimated
standard errors are in parentheses. *** ** * inde&aignificance at the 1, 5 and 10 % significarels,
respectively. The sample observations are in mgrthims and the period of the estimation runs from
1970:M1 until 2012:M12.

Curiously in Portugal and for all forecasting hons, all the yield components have a
statistically significant impact meaning that instltase all of them have predictive
power on the recessions, also having very simitardgess of fit values for all these
forecasting horizons considered. This fact is fiesti by the characteristics of the
country under analysis because, despite beingetsedeveloped one when compared to
the other two above analyzed, Portugal has beenobrtee recued countries in the
European Union due to the recent financial crigibjch translated into profound
reforms inside the country in order to beat thenmal deficit.

When we include in the probit regressions the agi@ssive term we continue to
observe the same negative impact of the level bk sand the positive impact of the
curvature component. However, in the autoregres®ive included there is a positive
impact over the probability of recessions in Paatulgut only up to the forecasting
horizon of twelve months. Also, and similar to whet have obtained for the other
countries in the sample the goodness of fit valnesease when this additional term is
included in the analysis, decreasing also as trexésting horizon increases. However,
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the autoregressive term coefficient loses its figamce for months 11 and 12 of
forecasting horizon.

Table 8: Probit Estimates of the Probability of Resgion [autoregressive Term]
- POR

consta bl b2 b3 b4 PsR2 LogL

h— —1.690""* —0.053 —0.087 0.082 3.628*** 0813 —33.736
(0.40) (0.04) (0.09) (0.06) (0.33)

h=2 —1.226""* —0.072*" —0.102 0.115*" 2.935"*" 0.692 —55.005
(0.33) (0.03) (0.07) (0.05) (0.27)

h=3 —0.6727" —0.115**~ —0.111 0.176**~ 2.492*** 0616 —68.086
(0.31) (0.04) (0.07) (0.05) (0.25)

h=4 —0.343 —0.137**~ —0.112* 0.208**~ 2.162*** 0.558 —78.197
(0.31) (0.04) (0.07) (0.05) (0.24)

h=>5 —0.189 —0.139**~ —0.109 0.208**~ 1.839*** 0.495 —89.247
(0.30) (0.04) (0.07) (0.05) (0.23)

h=6 —0.078 —0.139**~ —0.126" 0.216"*" 1.561*** 0.442 —98.495
(0.30) (0.03) (0.07) (0.05) (0.22)

h=7 0.020 —0.139**~* —0.145** 0.225**~ 1.293*** 0.397 —106.358
(0.29) (0.03) (0.07) (0.05) (0.22)

h=8 0.14 —0.14™*~ —0.14™~ 0.23**~ 1.047*~ 0.36 —113.09
(0.28) (0.03) (0.06) (0.04) (0.22)

h=9 0.29 —0.15*** —0.14™* 0.23*** 0.78*** 0.33 —118.28
(0.28) (0.03) (0.06) (0.04) (0.22)

h=10 0.34 —0.15"*" —0.14™* 0.23*** 0.54** 0.29 —124.07
(0.27) (0.03) (0.06) (0.04) (0.22)

h=11 0.37 —0.14*** —0.14™* 0.22*** 0.30 0.26 —129.28
(0.26) (0.03) (0.06) (0.04) (0.22)

h—12 0.46" —0.14™*~ —0.15™** 0.23**~ 0.04 0.25 —131.14
(0.26) (0.03) (0.06) (0.04) (0.22)

h=13 0.51** —0.14*** —0.16""* 0.23*** —0.25 0.24 —132.42
(0.26) (0.03) (0.06) (0.04) (0.24)

h=14 0.59*" —0.15™"*" —0.18*** 0.25**~ —0.62*~ 0.25 —131.25
(0.25) (0.03) (0.06) (0.04) (0.26)

h=15 0.64™* —0.15**" —0.21*** 0.26"*" —0.82*** 0.25 —130.05
(0.25) (0.03) (0.06) (0.04) (0.28)

h=16 0.64™* —0.15*** —) SRR 0. 2™ —0.85*** 0.25 —130.54
(0.25) (0.03) (0.06) (0.04) (0.28)

h=17 0.56"" —0.14**" —0.23"** 0.25*** —0.71**~ 0.23 —133.26
(0.25) (0.03) (0.06) (0.04) (0.27)

h=18 0.45" —0.13**" —0.23""" 0.23**~ —0.54*~ 0.21 —137.13
(0.24) (0.02) (0.06) (0.04) (0.25)

Notes: This table presents augmented probit esttnatefficients. Consta refers to the constant,tedm

to the level component, b2 to the slope and b®igoctrvature component of the yield curve estimated
The dependent variable is a binary variable whictoants for 1 if there is a recession period and 0
otherwise. PsR2 refers to the pseudoeRtimate, while LogL is the log likelihood estimainder the
restricted model. Finally h represents the foréegsperiods which go from 1 until 18 months. The
estimated standard errors are in parentheses. ®***jhdicate significance at the 1, 5 and 10 %
significance levels, respectively. The sample olmens are in monthly terms and the period of the
estimation runs from 1970:M1 until 2012:M12.

So, for countries belonging to the monetary uniseems there are contradictory signs
with respect to the yield curve components decoitipas The countries under analysis
are very different in terms of characteristics, ethmay justify this fact. However, and
overall we still have predictive power of all thede yield curve components and of the
autoregressive term, no matter the fact if the tguoelongs to the monetary union or
not. But signs with respect to the curvature chamga we need to perform a deeper
analysis including more countries under analysispider to be able to take some
inference from the results attained here. In fdbis research is currently being
performed for a much huge sample of countries lgghanto both the monetary union
or not. Also the fact that all recession period haen estimated through the available
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data could be influencing the results and to di¢his possibility we will also employ

another methodology as presented above but notogegbhere in this current work.

For now we need to retain some basic informatiamfrall the analysis performed
which is the fact that including the autoregressamn improves the goodness of fit of
our model and that all the yield curve componemasehpredictive power on the

recessions despite the country under analysis.

5. Conclusions

This work examined the predictive power of the ¢i€lurve components over the
probability of recessions for three different coied in Europe (UK, Germany and
Portugal) considering monthly data for the peribdttgoes from January 1970 until
December 2012.

Unlike many of the previous literature, we takeehardifferent approach, not analyzing
the difference between short and long term inteests (yield spread) but having into
account the three factor models decomposition ®@téhm structure of interest rates. As
such, we start by estimating the components shifie derm structure of interest rates
through the Diebold and Li model. Given that ak tbountries under analysis have
different specificities and not all of them seeessions entering into their economies at
the same time and given that there could be difteirdividual recession periods for
this heterogeneous sample, we do not resort todtteng providing by official
authorities but we do an individual dating for eaxfhthe countries by applying the
algorithm BBQ to estimate expansion and recessaio@s. After we join this two-step
estimation procedure using the probabilistic modetgt and probit to estimate the
coefficients and the adjustment curves between bofisidering only the components
as regressor, and also by estimating the modasighrtheir augmented version which
corresponds to include the autoregressive termeoflependent variable.

Results attained seem to indicate that both sloplelevel components have a positive
and significant influence over the entire periodarecasting horizons considered (up to
18 months) in the UK. The curvature negative signthe UK indicates that when it
decreases the likelihood of recession increastmugh this same component revealed
to have a positive influence in Germany and Polttulgathe German case all yield
curve components have a positive influence ovelikieihood of recessions while for
Portugal both the level and the slope have a negatfluence. In the Portuguese case
we may be tempted to state that by consideringe¢bent financial crisis, which was
originated in the advanced economies, but has hityntountries including Portugal
and pushed them into a recession, that the invgrtdd curve (negative slope) can be
regarded as an indicator of made in Portugal remess

Moreover, the goodness of fit measure improves wthen autoregressive term is
included for all countries under analysis, while thgit model estimates only confirm
the validity of the probit model used, given th&te tmain conclusions remain
unchanged. Still, this goodness of fit decreasegewhe forecasting horizon increases,
turning evident that the predictive power of thelgicurve seems to be declining over
time as other authors results confirm..
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A lot more remains to be done and is currently ¢paieveloped. This work is only a
sample of a much higher existent work. Future nesemcludes the application to other
European countries (currently being developed) &l as the inclusion of other
macroeconomic aggregates to see if results impmowerms of recession prediction
through the yield curve components.
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